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1.0 Introduction

Peter Schallauer (JRS) presented the agenda of the meeting, which included the WP3 status and goals of the meeting. 
WP3 status and meeting goals
· State of the art report on MM content analysis (PM5): Benoit Huet (Eurecom)

Action points related to deliverables from the last meeting
· AP3.1.1: Done

· AP3.1.2: Done

· AP3.1.3: complete draft consolidated by Eurecom

· AP3.1.4: Feedback on consolidated draft and Final Contributions

· AP3.1.5: Final Report

State of the art report on Multimedia analysis

The discussion on state of the art report on multimedia analysis was initiated by Benoit Heut (EURECOM). The key issues that were discussed are listed below.

· Some of the entries in the Table of Contents have no identified contributors.

· Some entries have multiple contributions

· The inability of word to handle multiple contributors, on separate sections and chapters.

· Word does not handle bibliographic items.

Benoit Huet (EURECOM) suggested that even if multiple contributors are present for the section, one person will be responsible for the section. Ideally it is preferable to have one leader for each institute. Also he requested partners to complete the authors section.
The group initiated the discussion on the structure of the document, emphasizing how much of knowledge should be contributed. Ebroul Izquierdo (QMUL) stressed the need to have a balance on the content descriptors e.g. audio, video, text, face and etc. 

Ebroul Izquierdo (QMUL) stressed to identify the contributors for unassigned section. For section 8 and 9, QMUL will be responsible.
TUB was assigned section 8.2.1.3 – temporal descriptors, 8.2.1.4 – spectral descriptors, 8.2.1.5 – perceptual descriptors, Section 13 – genre, and 15.2.1 – audio segmentation.
JRS was assigned section 16 on AV Content.

The group decided that unresolved topics will be assigned to partners who initially submitted the topics.

It was noted that some entries have multiple contributors. E.g. 14.4 – Face detection from DCU and TUB and 14.5 – Face recognition from DCU and TUB.

The discussion on the tools currently used MS Word was initiated by the members of the meeting. Some of the key issues discussed were related to deliverable conforming to the K-Space templates, multiple contributors, the problem of merging and formatting and bibliography. To solve the problem of bibliography, Benoit Huet (EURECOM) suggested to use references as FirstAuthYear format.
For the quality assessment, it was agreed that people who are not involved in the production of the deliverable, will become the reviewers. Peter Schalluar (JRS) suggested to have an internal review independent of the deliverable review. Ebroul Izquierdo (QMUL) proposed DCU to coordinate the review process. Some of the possible names suggested by the group members were Noel O’Connor (DCU), Joeman Jose (GU) and Craig Stewart (QMUL).
Task 3.1: Content Structuring

The discussion on collaborative research activities was initiated.  The goal of this task would be to work towards decoding the grammar of moving images. DCU expressed interest in the following research activities, Shot detection, scene segmentation, Genre specific segmentation, event detection.

Existing collaborative items from the previous meeting was as follows.

· GET, TUB, EURECOM, DCU and DFKI – Audio (speech processing, speaker identification, etc).

· GET, TUB, DCY, EURECOM, QMUL – Combination of audio, analysis with visual analysis in order to structure content. 

New collaborations were identified as follows.

· DCU, GET and QMUL – Music video structuring.

Ebroul Izquierdo (QMUL) mentioned the need to have an integrated collaboration between partners in developing the software’s. 

Noel O’Connor (DCU) mentioned that DCU will lead the collaborations on music video structuring, and the target will be to propose a visitor from GET to DCU to define the structure of the task by project month 4 (2006-04). 

AP.2.3.1 (DCU and GET): To propose a visitor from GET to DCU. Date: 2006-04.

Task 3.2: Moving 2D and 3D object Segmentation and Indexing

The current status of the work was listed as follows.

· Automatic region based image segmentation
· Image segmentation algorithms

· Stopping criteria

· Models for low level human visual attention

· Saliency maps

· Biologically inspired models of visual data

Proposals for collaborative research activities by DCU:

· Evaluation of techniques for automatic region based image segmentation using objective relative assess methods.

· Evaluation of 2D object detection algorithms – TUB, DCU and JRS (to work with Logos).

· Evaluation of region based image segmentation

· Common ground truth setup using the Berkeley collection. DCU developed tools for creation of ground truth segmentation.

The group discussed on the development of possible tools in collaboration with other institution. This was followed by each partner specifying the tools developed by their respective institutions.

Ebroul Izquierdo (QMUL) expressed interest in developing a semi automatic segmentation tool based on the tools developed from DCU and EURECOM.

AP.2.3.2 (EURECOM and DCU): To provide the tool to QMUL. Date: 2006-04-07

AP.2.3.3 (QMUL): To develop a semi automatic tool based on region based segmentation for video segmentation. Date: 2006-06.
AP.2.3.4: (QMUL, EURECOM, DCU, JRS): To provide a tool with demonstration. Date: 2006-07-10. This task will be coordinated by DCU
AP.2.3.5 (QMUL, EURECOM, DCU and TUB): To provide the segmentation masks. TUB – 3 sequences, QMUL – 1 sequence, GU – 1 sequence, EPFL – 1 sequence, Date: 2006-06.

TUB will use the tool to generate ground truth in order to evaluate segmentation.

Further potential collaboration between QMUL, GU, JRS and TUB is identified to provide the evaluation tools for automatic segmentation.

EPFL will provide the evaluation measure for the tools.

Task 3.3: Audio/Speech processing and Text analysis
Initial collaboration list from the last meeting,

· Music transcription and instrument recognition (GET/QMUL)

· Music classification into instruments, genre (TUB)

· Scene Segmentation based on music and text (QMUL)

· Noise separation + feature extraction (GET/EURECOM)

The various sub-tasks are presented with specific areas on different models.
S3.3.1: Automatic speech recognition output

· GET – Segmentation indexing and recognition

· GET – Audio visual speaker identification and tracking

· TUB – Speaker segmentation clustering, change detection and recognition.

S3.3.2: Text Analysis:

· GET – Automatic speech recognition software

The following activities are the ongoing activities on text classification/segmentation/clustering using probabilistic models.

· TUB – OCR and Robust ASR

· DFKI: Fusing ontologies to get semantic meaning out of text, positive plus negative mentions, intereset in semantic annotation of speech.

· QMUL – Scene segmentation based on text and music.

Ebroul Izquierdo (QMUL) suggested a collaboration between TUB and GET for the OCR software and also to take part in the TRECVid activity.
The group agreed to use TRECVid data to benchmark the software.
The discussion then proceeded to the joint activity between WP3.3 and WP5.4

The objective of this joint activity is to take advantage of higher level semantic encoding in ontologies or analyzed related textual descriptions to improve the extraction of semantic features from those signals. The targeted applications are use of metadata or textural descriptrion to enhance audio or video processing, use terminologies/ontologies to improve statistical language modelling for speech recognition in restricted domains. 
AP.2.3.6 (GET): To provide a working plan after discussing with DFKI. Date: 2006-04-14.

TUB and EURECOM expressed interest in ASR module and said, it will be willing to collaborate.

Task 3.4: Content Description:
The issue that was taken up to be addressed is the Interoperability for AV metadata. The main focus was emphasized on the low and mid level AV content. Most of the content are based on MPEG – 7.
The work plan for the task was proposed as follows.

· State of the art report.

· Investigate AV metadata requirements

· Research and specify MPEG – 7 tools for AV metadata

· Build a common content description infrastructure for AV metadata exhange.

The outcome of the task by the end of the year will be a specified architecture for the implementation, and this will be in relation to WP6.
The identification of contribution for specific topics are listed below.

· Introduction

· Overview on standards for description of AV content

· P-Meta

· SMEF

· MXF DMS – 1

· MPEG – 7

· New feature descriptors

· MPEG – 7 extensibility

· Profiles

· Controlled Vocabulary

· Interrelation of MPEG – 7 and semantic representations (GU)

· Tools/API

Summary of Action Points:
	Action
	Partner Responsible
	Description
	Date
	Status

	AP.2.3.1
	DCU and GET
	To propose a visitor from GET to DCU
	2006-04
	

	AP.2.3.2
	EURECOM and DCU
	To provide the tool to QMUL
	2006-04-07
	

	AP.2.3.3
	QMUL
	To develop a semi automatic tool based on region based segmentation for video segmentation
	2006-06
	

	AP.2.3.4
	QMUL, EURECOM, JRS, DCU
	To provide a tool with demonstration
	2006-07-10
	

	AP.2.3.5
	QMUL, EURECOM, DCU and TUB
	To provide the segmentation masks. TUB – 3 sequences, QMUL – 1 sequence, GU – 1 sequence, EPFL – 1 sequence
	2006-06
	

	AP.2.3.6
	GET
	To provide a working plan after discussing with DFKI.
	2006-04-14
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